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Introduction

How do managers make good decisions?  As a professor in an MBA program, I believe this is a question of broad and deep importance to all our students—whether they are studying marketing, finance, operations, or risk management.  Of course, I am particularly concerned about this issue in the context of my own students’ lives in the insurance and risk management fields.

The thing that has been particularly vexing to me is the difficulty in getting my students to frame problems and to think critically about them.  Our decision science courses are very good at providing our students with statistical tools, methods and techniques, but I have long held the opinion that unless the student has organized properly the analysis, the fruits of these tools and techniques will be less than useful, or will be misunderstood, or misused.  

Let me be clear about this.  My concern here is not with statistical or economic-based models and reasoning per se; rather it is with the context of their use.  Since my day-to-day challenge is to help people become better managers, I find that knowledge of statistics and economics must be placed in the service of critical thinking, which—in my judgment--is not beholden only to the logic of numbers.  But where does such a comment take us?

The purpose of this essay is to present a somewhat different framework for thinking about critical decisions that managers make—with a particular emphasis on the specific challenges facing managers in the ‘risk business’ (and by that I mean management in insurance companies, brokerage houses, investment firms, organization risk management, and other related businesses).  What follows is a discussion that:

1. Identifies special issues and problems that managers in the risk business face when attempting to organize their thinking about difficult problems.

2.  Presents an analytical framework that incorporates a broad range of considerations into its structure.

3. Considers the matter of subjective risk and its influence on decision making.

4. Looks at the integration of mathematical decision models into the broader analytical framework.

Framing Questions and Problems: Characteristic Features in the Risk Business

The development of methods for decision analysis is important, in that the purpose is to provide a systematized and justifiable process by which managers allocate and expend organizational resources.  After all, stockholders and stakeholders expect that there is some level of rationality in the decisions that guide organizational management.

Organizations serve different purposes, and one of the difficulties in talking about the subject of decision making is that those purposes directly influence the terms of analysis.  For example, a local government does not pursue the same goals as does a publicly traded corporation.  

Since I spend a good deal of my time in the public and nonprofit world, I am acutely aware of the fact that goals and objectives are not only different from private sector goals and objectives—but also, public and nonprofit organizations tend to have multiple goals and objectives, some of which are at cross purposes with one another.  Further, managers invariably discover that decision making in a public environment presents a number of additional challenges that largely are not found in the private sector.  Key among these distinctions are 1) decisions are subject to open public scrutiny—while they are being made, 2) authority, power, and decision-making processes are dispersed and not necessarily coordinated, 3) public goals and objectives are not always amenable to measurement, and 4) institutional and bureaucratic processes and procedures impose limitations and expectations.  

In the private sector, organization goals and objectives tend to coalesce around the profit motive, whether it is profit maximization for a sole proprietor or maximizing firm value in the case of a publicly traded company.  Of course, other goals may be pursued, but in a sense none of these other goals can be achieved over the long run if attention is not paid to successful financial performance.  Still decision making in the private sector can be as complicated and tangled as anything seen in a public institution.

I think it is important to incorporate some discussion of public and private sectors into an essay about decision making in the risk business because our field is one in which public, quasi-public, quasi-private, and private organizations abound.  Government insurance programs exist everywhere (workers’ compensation in some states, flood and earthquake financing programs, social security); risk retention groups and pools may be neither public nor private.  Even in private companies mutual and proprietary insurers have distinctly different purposes.

Given all this, perhaps the first thing to say here is that anything discussed hereafter has to be considered in the light of an organization’s overall objectives.

Understanding objectives is critical, but there are additional factors that further characterize decision making in the risk business—and I would like to focus on them for a moment.  They include 1) time horizons, 2) externalities, 3) data quality, 4) interdependencies, 5) uncertainty recognition, and 6) measurement of cost benefits.

These six factors, taken individually, are not exclusive to the risk business, but—taken as a whole—they are factors that tend to emerge in risk problems more so than in other problem areas.  Thus, each of these issues warrants a brief attention here.

Time Horizons Many, if not most, risk projects are long-term investments—often requiring time horizons of 10-20 years.  For example, a commitment to a safety program for employees is not likely to be fully realized for at least 3-5 years and then the positive effects can only be understood in the context of reduced claims/losses over an extended period of time.  Many liability insurance exposure areas, such as asbestosis, environmental impairment, discrimination, fiduciary liability, have long-tails of 10-12 years or more.

Externalities A deceptive aspect of many risk problems is that costs and benefits are not precisely captured by the market or in the price system.  A common illustration of externalities is pollution, because the ‘cost’ of pollution is borne by the surrounding community and not necessarily the producer of pollution, nor the buyers of the producer’s products.  These spillover effects can be profound, and indeed, their presence is one important reason why government becomes involved in certain risks—either by assuming responsibility for the externality-producing activity or by regulating that activity.  Readers should note that externalities also could be positive, as when an inoculation campaign reduces the likelihood of health problems for those who receive the inoculations and those who might become exposed to those individuals.

Data Quality Often, discussions of risk problem solving are organized around a statistical analysis of some risk.  A common methodology is to develop estimates of future loss experience based upon the past experience of an entity or a group of similar entities.  However, the use of such data may be limited due to 1) an insufficient amount of data to provide any statistical credibility, 2) out-of-date or irrelevant data (the underlying risk has changed), or 3) concerns about validity or quality.

Interdependencies Most statistical techniques employ an assumption of ‘independence’, meaning that individual exposures to risk are not influenced by other exposures (a fire in one building does not increase the likelihood of a fire in another building).  While independence may be, more or less, assumed by an insurance company underwriting thousands of motor vehicles, independence is not easily assumed in single entities.  For example, many corporate buildings may be clustered together, or company vehicles may be parked and stored in a common location.  

Uncertainty Recognition How does one place a value on a ‘state of mind?’  Uncertainty is the doubt we have about our ability to know or understand a fact or circumstance.  While economists struggle with measurement in the context of ‘disutility’, it probably is more appropriate to recognize that uncertainty has a value though that value may not be solely economic.

Measurement of Costs and Benefits The measurement of costs and benefits never is easy and may be sufficiently problematic as to destroy the value of cost-benefit analysis.  Common problems here are 1) a failure to identify all costs and benefits, 2) an inability to convert costs and benefits to a common metric (usually economic), 3) an inability to find any measurement values, and 3) difficulties with spillover effects.

One particularly tricky feature of cost-benefit analysis in the risk business is the difficulty in understanding the value of benefits.  Many, if not most, risk measures are preventive or preemptive, meaning the initiative results in ‘things not happening.’  For example, installing non-skid surfaces on the retail store floors will result in ‘falls that will not occur.’  Thus, while the cost of the initiative is easily measured, the benefits are ephemeral at worst and difficult-to-measure at best.

An Analytical Framework

The preceding discussion suggests that decision analysis in the risk business will almost never be a straightforward plug-in-the-numbers process.  There simply are too many qualifiers, contingencies, and limitations to complete reliance on conventional statistical approaches.  

Recognizing these problems, the analytical framework presented here adopts an approach that is almost the exact opposite of those presented in typical risk management and insurance textbooks.  Conventional discussions start with a presentation of a decision methodology (decision trees, net present value analysis, cost-benefit analysis, for instance) and conclude with a post script comment on the practical limitations to its use.  This suggested approach begins with a full recognition of the limitations of traditional decision methods, organizes a framework around those limitations, and then concludes with the insertion of a conventional decision analysis method into this broader framework.  The result, I hope, is an approach to thinking about risk problems in a more intuitive and practically useful way.

The Neustadt-May Framework  In the book Thinking in Time (The Free Press, 1986), authors Richard Neustadt and Ernest May present a series of essays on the uses of history and historical research in modern management (particularly public management).  A central contention is that most problems and challenges faced by managers are similar in construct to those encountered by historians; to wit, data are limited and/or contradictory, information exists in many noncomparable forms, perspectives or points of view matter, and context is important to understand.

The rather unique perspective presented in the Neustadt-May book differs greatly from typical management ‘how to’ books in that complexity, opacity, incomplete information, and uncertainty are not viewed as nuisances to decision analysis but rather central characteristics of the decision challenge.  Not surprisingly, this framework would seem to hold promise in the area of risk decisions.

The Neustadt-May model can be summarized as a three-stage process, involving

1. Development of the Narrative

2. Structuring the Current Context

3. Framing the Decision

Development of the Narrative  The critical first step of the Neustadt-May model is development of a history of the situation encountered by the manager, which seeks to answer the central question, ‘how did we get here?’
The creation of a narrative has two levels of logic.  First, cause and effect relationships are important to understand when the end result is a practical risk management application.  But secondly, and equally importantly, humans tend to better understand information in a story format.  Significant research in the areas of risk communication and the psychology of learning have shown that humans comprehend and process information that is represented in a narrative format—perhaps not a surprising finding when one considers how complex legends and myths existed only in an oral form for hundreds of years.

The process of narrative development involves several steps and several questions.  The first step is to decide where the narrative must begin.  This is not always easy and, of course, it invariably must be somewhat arbitrary.  One could be tempted to adopt a rather metaphysical point of view and start every narrative with Genesis.  This rarely is realistic, however, so the key to establishing a narrative format is to arrive at some plausible and arguable starting point.

The second step is to establish the parameters or boundaries of the narrative.  Again, this element of narrative formation has a degree of arbitrariness, but it nevertheless is necessary to set narrative boundaries.

The third step is to clarify and establish the sequence and timing of key events.  This is done by first setting the key ‘plot points’; that is, the driving or catalytic points in the story.  Plot points consist of one or more ‘elements,’ of which there are four generic types; 1) people, 2) things, 3) events, and 4) situations.  The final part of the third step is to connect the plot points along a narrative line.

The final step of narrative development is narrative assessment.  Neustadt and May argue for a rather journalistic approach to narrative assessment, meaning that the assembled narrative is subjected to a ‘who, where, what, why, and when’ analysis as well as a self-critical exploration of the assessment (‘are we sure?’ ‘what is the degree of confidence we have in this assessment?’ ‘why might we be wrong?’).

The result of this first stage is a story that can be accepted as the explanation for why current circumstances exist as they do.  

Structuring the Current Context The second stage involves building the current context.  Neustadt and May assert that the current context should be developed under three headings; 1) what is known?, 2) what is unclear?, and 3) what is presumed?.  It is essential that the current situation be framed in that way to explicitly address the issues of uncertainty, information limitations, and assumptions.

When the current context has been described in the categories of what is known, unclear and presumed, the next step of stage two is to ask/answer:

a. What is the problem?

b. Whose problem is it?

The purpose of these two questions is obvious, but there is a subtext.  Obviously, a process of examining the background narrative and the current context leads to a more insightful framing of the problem in question (rather than allowing the problem to frame one’s understanding of past and present).  Less evidently, focusing on the second question allows a more explicit recognition of the ‘politics’ of decision making.  Perceptions of risk can be considered here as can the process issues related to politically based decision-making.

The next step is an identification of the desired outcome(s) of the defined problem.  What result would satisfy the key stakeholders or at least meet the minimum tests of acceptability?  Obviously, this step would include the development of relevant decision criteria.

Stage two also includes an assessment step.  Is our description of the current context accurate?  It may also be relevant here to consider what Neustadt and May call the ‘analogous past.’  Are there circumstances here or elsewhere that may provide us with guidance—particularly with respect to how similar situations turned out.

Framing the Decision  The third stage of the Neustadt-May process involves organizing the decision into a rational form.  The specifics of this stage, as one might imagine, largely are predicated on the particular aspects of the issues in question.  However, Neustadt and May argue that—abstractly—the framing of a decision should include:

1. A listing of the options

2. An assigning of odds associated with each option

3. Recognition of the uncertainty associated with selecting among options

Readers will find a remarkable convergence between the three points above and conventional decision making models.  Thus, one can imagine that more traditional decision frameworks might be employed at this point to organize the analysis of options.

An appendix to this essay outlines the Neustadt-May process.

Incorporating Subjectivity into the Analysis

The Neustadt-May process identifies a number of points in the analysis where assumptions are questioned and the process itself is held up to critical review.  This feature of the process is wholly consonant with the philosophy of this essay.  Uncertainty, attitudes toward risk, subjective risk, and cognitive risk matter.

But, arguing that such concerns matter does little towards improving the reader’s understanding of the way in which such considerations are included in decision analysis.  The following comments are intended to suggest a way of resolving this matter.

Economists tend to frame decision analysis in a manner that compels the elements of the problem to be monetized.  Even preferences and attitudes are converted to monetary values or surrogate monetary measures are used.  However, there are a number of fundamental and practical problems with this economics-based cost and benefit approach.  Simply put, many costs and benefits cannot be monetized.  Unfortunately, as this essay suggests in an earlier section, the conventional use of cost-benefit analysis forces all possible elements of the decision into the model, and then deals with the messy left over bits as a nuisance.  This, of course, is problematic for a manager in the risk business because the ‘messy bits’ may be the key elements of the risk or its solution.

The principle benefit of the Neustadt-May model is that it forces consideration of the non-economic factors to the front of the analysis.  But, by doing so, the process also forces serious consideration of the need to formalize or order thinking about the non-economic dimension of risk-related problems.  Perhaps surprisingly, a possible solution can be found in the work of cultural anthropologists and behavioral psychologists.

Perception of risk is influenced by a nearly infinite arrangement of factors.  Recent genetic research shows that there may be gene-related predispositions to risk, while psychological study has found that environment (both immediate and general), information or its absence, proximity to risk, peer pressure and dynamics, and a host of other factors influence attitudes toward risk.  Anthropologists have found that culture imposes ‘filters’ through which risks are perceived and addressed.

Which influence is paramount?  This is a profoundly important academic question, but for practically oriented managers, it is not a particularly pressing matter.  What is of concern is a way to recognize that these factors may be in play and to account for them when making risk-related decisions.  Fortunately, a fairly useful model exists for organizing one’s thinking about individual and collective attitudes toward risk—the Subjective Risk Matrix.

The Subjective Risk Matrix Readers interested in a fuller treatment of the Subjective Risk Matrix are encouraged to read John Adam’s Risk (UCL Press, 1995); a highly engaging book that focuses on risk and broad public policy considerations.  Relevant to this essay is the specific application of Adam’s arguments to the issue of subjective risk.

The Subjective Risk Matrix (SRM hereafter), is based upon the premise that attitudes toward risk are importantly (though not exclusively) influenced by culture and by an individual’s psychological makeup.  This premise then builds a set of psychological and cultural prototypes that provide a framework for thinking about subjective risk.  Although scholars would rightly protest that these prototypes might become stereotypes, and indeed might make complex matters misleadingly simple, the practical manager could do a lot worse than attempting to organize an analysis of subjective risk around this approach.

Subjective Risk Matrix
with Illustrative Prototypes


Egalitarian
Fatalist
Hierarchist
Individualist

Ephemeral
Environmentalist
Hell’s Angel
Victorian gentleman
Bankrupt venture capitalist

Capricious
Lottery winner
Kosovar Albanian
Local weather forecaster
Riverboat gambler

Perverse/Tolerant
Political advisor
James Dean
Nonprofit executive
Warren Buffet

Benign
Utopian socialist
Religious martyr
Civil servant
Milton Friedman

The accompanying illustration identifies psychological types as falling in four categories; egalitarian, fatalist, hierarchist, and individualist.  While not mutually exclusive categories (a person can fall into more than one category depending on the situation), the definitions do create clear distinctions.

1. Egalitarians  are individuals with strong group loyalties but little regard for externally imposed rules—except those imposed by nature.  Group decision making tends to be democratic and leadership is effected by example and persuasion.
2. Fatalists  are individuals who perceive that they have little control over their lives.  They commonly do not participate in processes where decisions—which can affect their lives—are made.
3. Hierarchists  are individuals who endorse groups with strong boundaries and rules.  Group dynamics are seen to be naturally hierarchical, with individuals seeing and understanding their position within the group.
4. Individualists  are individuals who see themselves as relatively free of control by others, and who exert effort to control their environment and the people in it.  They tend not to be process-oriented in group decision-making situations.
The second dimension of the SRM relates to ‘perceptions of the world’, which might be derived from individual experience, but which also correspond with broad cultural constructs.  These four worldviews are described as:

1. Ephemeral  The world is viewed as fragile, precarious and unforgiving.  It is viewed as being in constant danger of harm due to human carelessness.

2. Capricious  The world is viewed as unpredictable.  It is impossible to predict what will happen, which tends to lead to a laissez-faire attitude toward the environment.

3. Perverse/tolerant  The world is viewed as a sort of combination of views 1 and 4.  Within certain parameters, the environment is resilient, benign and predictable.  Outside those parameters, however, the environment is more fragile.

4. Benign  The world is viewed as predictable, resilient and robust.  Broadly speaking, the environment is able to absorb the harm humankind might inflict on it.

Discussion  One might imagine an analytical process where, by using the SRM, a risk manager could begin to anticipate individual’s and groups’ positions/responses with respect to certain risks.  In the context of developing the narrative, for example, one might use this line of thinking to judge the relative influence of people in the overall plot.

The SRM most assuredly does not explain why a group or an individual fits into a particular category, nor does it precisely predict behavior, but presumably the initial analysis might prompt a further investigation into these matters.

A second moment in the Neustadt-May process where the SRM may be beneficial is the inquiry into ‘whose problem’ the issue at hand is.  The matrix allows a rudimentary line of thinking to emerge regarding the various positions of stakeholders and some level of appreciation as to their responses to possible risk management solutions.  Equally, the matrix may allow a more explicit consideration of attitudes toward risk to emerge.  For example, one might see the matrix used as a means of moving board members toward some common appreciation of their varying attitudes toward risk and toward some agreed upon method of incorporating differing attitudes into their decisions.

Cost-Benefit Analysis

Some seemingly critical comments have been made regarding economics-based decision methodologies, but plainly they have an important role within the larger framework of decision analysis.  Obviously, many aspects of ‘risk management’ are financial or quantitative, and the fact that quantifying risks can be difficult does not mean that the effort should not be taken.  

For the purposes of simple exposition here, I have chosen to set this illustration in a public sector environment.  This is because I wanted to avoid the problems of 1) getting the story bogged down on taxation matters (especially when they differ in the U. S. and the U. K.), and 2) assuming a higher level of knowledge of financial management concepts and principles than might exist among readers of this essay.  However, broadly speaking, the following discussion could be reasonably expanded to include tax considerations as well as risk-based pricing of capital assets.

Conventional cost-benefit analysis involves the following steps:

1. forecasting the benefits and costs associated with a particular project

2. determining the appropriate time value/rate of return factor for discounting benefits and costs to a present value

3. applying the discount factor to each of the costs and benefits to determine a present value

4. subtracting the present value of costs from the present value of benefits to produce the net present value

5. adjusting the net present value for considerations not included in the first four steps

Two specific issues are important for the public sector risk manager.  First, determination of the appropriate discount rate is problematic.  Theories abound on what is the appropriate rate to be adopted (the risk free interest rate?, the weighted average displaced return of taxpayers?).  There is a degree of philosophy and practicality regardless of the discounting method used.  Those that believe that public expenditures should be consciously aware of the private investment such expenditure displaces are likely to suggest a discount rate that reflects a market orientation.  Those who believe that public investment inhabits a realm that is not precisely comparable with private sector investment will be inclined to seek something closer to the risk free interest rate.  A possible compromise is to conduct a sensitivity analysis, and use a range of discount rates to determine possible investment outcomes under varying conditions.

The second problem that confronts the risk manager is the failure of cost benefit analysis to account for risk, an irony that should be difficult for risk managers to ignore.  Analysts forecast costs and benefits, but these are noncertain variables; an investment in a safety training program may or may not reduce accidents by 10 percent a year.  There are at least two ways this might be addressed.  First, the costs and benefits (like the discount rate) could be subjected to a sensivity analysis so that the value of the project could be compared across a range of possible scenarios.  The second approach would be to adjust the discount rate to reflect the riskiness of the cost and benefit flows.  Publicly traded corporations have some science to support their ability to rely on the second approach, since modern finance theory allows them to adjust discount rates to reflect the riskiness of cashflows (this adjustment is known as the corporation’s beta).  No such theory exists in the public sector, so such an adjustment must be done subjectively (larger adjustments for risky projects, smaller or no adjustments for low risk projects).

This discussion begs for an illustration.  Imagine that a local government is considering the introduction of a major loss control program, which is intended to reduce work-related injuries among employees.  The particulars of this program need not be elaborated on here, but one might imagine that it is an initiative the will require some training and education to occur, some introduction of new processes and procedures, and the use of some new safety equipment.  Naturally, costs would include a mechanism to be able to monitor and measure the impact of the loss control program.  To illustrate this cost-benefit analysis, a few assumptions are necessary.  They are:

1. The project has a 10-year life, and has no externality or indirect effects.

2. The risk free rate of interest is 5 percent

3. The expected return on a market portfolio (a balanced investment portfolio representing the market’s weighted average return on investment) of 13 percent

4. Loss control program costs involve a first year cost of $55,000 followed by annual costs of $5,000

5. Loss control program benefits are projected to be $20,000 a year in reduced accident costs, beginning in year 2

6. The initial program investment is assumed to be incurred immediately, while the future costs and benefits are assumed to be recognized at the same time each year, which is the end of the year

7. The decision rule is to ‘accept’ the project if it has a positive net present value

Hypothetical Risk Management Project
Cost-Benefit Analysis

Scenario One
Risk-Free Rate of Return (5%)

End of Year
Initial Investment
Expected Cost Savings
Operating Expenses
Annual Net Cost-Benefits
Discount
Factor
Present
Value

0
$55,000
—
—
($55,000)
1.00
($55,000)

1
—
—
$5,000
(5,000)
.95
(4,750)

2
—
20,000
$5,000
15,000
.91
13,650

3
—
20,000
5,000
15,000
.86
12,900

4
—
20,000
5,000
15,000
.82
12,300

5
—
20,000
5,000
15,000
.78
11,700

6
—
20,000
5,000
15,000
.75
11,250

7
—
20,000
5,000
15,000
.71
10,650

8
—
20,000
5,000
15,000
.68
10,200

9
—
20,000
5,000
15,000
.65
9,700

10
—
20,000
5,000
15,000
.61
9,150







$41,800.00

Scenario Two
Market Rate of Return (13%)

End of Year
Initial Investment
Expected Cost Savings
Operating Expenses
Annual Net Cost-Benefits
Discount
Factor
Present
Value

0
$55,000
—
—
($55,000)
1.00
($55,000)

1
—
—
5,000
(5,000)
.88
(4,900)

2
—
20,000
5,000
15,000
.78
11,700

3
—
20,000
5,000
15,000
.69
10,350

4
—
20,000
5,000
15,000
.61
9,150

5
—
20,000
5,000
15,000
.54
8,100

6
—
20,000
5,000
15,000
.48
7,200

7
—
20,000
5,000
15,000
.43
6,450

8
—
20,000
5,000
15,000
.38
5,700

9
—
20,000
5,000
15,000
.33
4,950

10
—
20,000
5,000
15,000
.29
4,350







$8,550.00

For purposes of contrast, the computation is conducted assuming, first, a risk free discount rate assumption, then using a market-based rate.  Readers are once again reminded that matters related to risk, externalities, and the other non-quantitative issues discussed earlier in the essay also would have to be considered.

The two analyses produce very different outcomes—though not necessarily different conclusions.  In the case of the market-based analysis, the project is a debatable (though positive) endeavor—it yields a modest cost-benefit value of  $8,550.00.  The risk free analysis produces a quite different result; a cost-benefit value of  $41,800.00.  Readers with little financial management experience might well wonder what is happening.

The simple answer is that they are witness to the miracle of compound interest.  An 8-point swing in discount rates has an enormous effect on the results of the analysis.  However, as impressive as compound interest may be, other observations should be drawn from the comparison.

First, one might observe that longer-term projects have a difficult time passing muster in a discounting regimen.  Even if lower interest rates apply, one easily can deduce that—everything else being equal—cost-benefit analysis will favor projects that produce benefits sooner rather than later.  Readers might ponder the implications in light of the earlier observation that risk-related projects tend to have long time lines.

Second, higher discount rates can be associated with two phenomena; higher returns in the market place and riskiness of future cost and benefit flows.  Regarding the higher returns issue, the analysis shows that higher expected returns or discount rates present greater hurdles to longer-term projects.  Using higher rates implies a private sector standard is employed to judge public sector projects.  This might be reasonable—for instance, if the policymakers are concerned with minimizing government’s role and preventing excessive displacement of private investment, higher interest/discount rates force risk managers to demonstrate a higher standard of performance.  Of course, some might say it only provides an incentive to fiddle with the assumptions, but this could be a problem in any analytical framework.

Regarding the riskiness of future cost and benefit flows, one could intuitively agree that risk is related to returns (the riskier an investment, the higher its anticipated rate of return should be), so naturally risky endeavors should be subject to the same expectation.  Thus, another way of thinking about the illustrations in this essay is to say that the more uncertain the future benefits and costs the higher the discount rate should be.  And this seems to make basic sense, as the discount rate provides a layer of protection against high-risk projects.  For instance, consideration of a highly experimental risk management measure with no track record probably should be evaluated using a higher standard (that is, discount rate).

So what is one to conclude about this all?   Probably first and foremost, cost-benefit analysis in the risk business should be subject to sensitivity analysis (the analysis should be conducted several times adjusting the variables each time), to provide decision-makers with a range of scenarios.  By doing so, they can isolate the influence of cost-benefit flow timing, rates of return, riskiness of future benefits and costs, and even the basic assumptions that underlie the framing of the analysis.

Secondly, however, the illustrations suggest that the output of the analysis is only as good as the set up.  ‘Garbage in; garbage out’ is a central maxim of decision analysis, and it is profoundly relevant here.  By looking at the two illustrations, one can appreciate how sensitive the output can be to minor changes in the assumptions.  And, in turn, this realization may reinforce the necessity of developing a broad and systematic quantitative and qualitative method for investigating risk management challenges; a method that might not be too dissimilar from the one developed in this essay.

Outline of Neustadt-May Process

The Neustadt-May process discussed in the chapter can be reduced to an outline form, which should be useful to readers who want to apply this line of analysis to a problem of particular interest to them. 

The Neustadt-May Process


I.
Phase One:
Development of the Narrative



Primary Objective:
To answer the question ‘how did we get here?’



Tasks:


Setting the narrative starting point






Clarifying the narrative parameters and boundaries






Establishing the sequence and timing






Identifying plot points (people, things, events,

situations)

Completing the narrative line

Assessing the narrative
Outcome:

A detailed narrative that describes the history of the

 




problem in question

II.
Phase Two:
Structuring the Current Context

Objective:
To establish a full description of current circumstances related to the problem

Tasks:
Establish what is known, what is unclear, and what is presumed






Clarify what is the problem






Establish whose problem it is






Identify the desired outcomes






Set decision criteria






Assess the process

Outcome:
A description of the current situation including an impact assessment, the overall outcome objective and the basis for measuring progress toward that outcome


III.
Phase Three:
Framing the Decision

Objective:
To systematize the analysis of options and to aid in decision making

Tasks:
List and describe available options/solutions


Develop/calculate probabilities and values


Evaluate uncertainty and subjective risk


Assess the decision process

Outcome:
Rational support for a decision related to a risk management problem or issue
